
GraphDistNet: A Graph-based Collision-distance Estimator 

for Gradient-based Trajectory Optimization

Yeeun Lim (임예은)

CS686: Paper presentation 2



2

Motivation

● Collision detection

- Geometric Algorithm

ex) GJK algorithm

time and space consuming

- Data-driven Algorithm

ex) configuration-based, point cloud - based

scalability issuses

https://www.researchgate.net/figure/The-figure-explains-the-working-of-the-GJK-algorithm-where-two-arbitrary-bodies-are_fig2_348539875

https://www.kitware.com/octree-collision-imstk/
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Motivation

GraphDistNet

: Graph neural networks-based collision distance estimator

for trajectory optimization

● Estimated distance

● Calculating collision gradient

robot

obs

distance

Graph neural networks

trajectory optimization
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Background

● Trajectory optimization
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Background

● Graph Neural Network

Aggregation method 

: message passing

1) Each node 𝑣𝑖computes a message

2) Each node aggregates the messages

using sum or average operations

3) Each node updates the node feature      

using aggregated message and current 

𝛾,ϕ : MLPs

+
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Method

GraphDistNet

: Graph neural networks-based collision distance estimator

for trajectory optimization

robot

obs

distance
Graph

DistNet

differentiable
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Method : GraphDistNet

1. Initial Graph Construction

2. Graph Update via Attention-based Message Passing

3. Collision-distance and gradient Estimation



8

Method

1. Initial Graph Construction

Randomly select 𝑗𝑐

𝑗𝑐 : informative node  

𝑟𝑜𝑏𝑜𝑡 𝑜𝑏𝑠

𝑮𝒄
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Method

2. Graph Update via Attention-based 
Message Passing

Relative edgeLocal edge

ℎ𝜃𝑘
(𝑘)

: MLP-based encoder

Update graph : 𝑮𝒖
(𝟏)

, 𝑮𝒖
(𝟐)

, 𝑮𝒖
(𝟑)

…. 𝑮𝒖
(𝒌)

* Node feature 𝑥𝑖 : cartesian coordinate.

* Edge feature
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Method

After each convolution, 

Reselect most informative 𝑗𝑐 by introducing attention-based 

selection method.

Attention weights

𝑮𝒖
(𝟏)

, 𝑮𝒖
(𝟐)

, 𝑮𝒖
(𝟑)

….. 

Attention score

Vector of trainable parameter in attention mechanism

New 𝒋𝒄
𝟐 New 𝒋𝒄

𝟑
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Method

3. Collision-distance and gradient Estimation

Leacky-ReLU

Attention weighted feature
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Evaluation

● We can use this as … 

- Binary Collision Checker

- Collision-gradient estimator

-> Gradient-based trajectory optimization
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Evaluation

● environments. 

● Baselines.

- 2-DOF & 7-DOF

- Fixed Obstacles & Random Obstacles

- Shape of obstacle

- DiffCo

- ClearanceNet

- FCL use as ground truth
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Evaluation

● Estimation performance

MAE : mean absolute error

AUC : area under the ROC 

(receiver operating characteristic)

ACD : cosine distances of 

estimated gradient fields.
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Evaluation

● Gradient fields in 2-DoF
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Evaluation

● Trajectory Optimization 

Simple env

Complex env
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Evaluation

● Demonstration
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Conclusion

● Contribution 

- graph-based collision-distance estimation network,

that precisely regresses the collision distance between objects.

- accurate gradients and batch computation, 

improving trajectory optimization

- robust to various to various environmental changes and unseen 
environments
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Q & A

● Thank you for listening ☺
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Quiz

Q1. List the sequence of GraphDistNet

a ) Graph updating via message passing

b ) Graph construction with 𝑗0

c ) Distance regression

Q2. Which is NOT possible with GraphDistNet?

a ) estimating collision distance

b ) generating trajectory

c ) calculating gradient of distance
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