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SUMMARY

Objective 

ÅConvolutional neural network achieved 
great work for the computer vision 
task, but people could not figure out 
how it works .

ÅThis work is one of  the attempt to 
visualize the logic of  the network .
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Function

ÅCAM draws the heatmap of  the 
network that shows the activated 
region . 

ÅThis Could be used for the localization
of  the object from the image without 
the annotated data .
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MODEL

Theoretical assumption

ÅThe assumption is that the features from 
some convolutional layer must contain 
the location information .

ÅThus, if  we can calculate the activation 
of  the feature that contains the location 
information, we can see the vision of  the 
network . 
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MODEL2

Global Average Pooling 

ÅThe Network in Network (NIN) 
employed the GAP first for 
replacement of  the FC layer .

ÅWithout the FC layer, It shows the 
fine performance for the 
classification task. 

M. Lin, Q. Chen, and S. Yan. Network in network. International Conference on Learning Representations, 2014
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MODEL2

Global Average Pooling 

ÅThe Network in Network (NIN) 
employed the GAP first for 
replacement of  the FC layer .

ÅWithout the FC layer, It shows the 
fine performance for the 
classification task. 

Except the Alex Net, the network shows 
almost similar performance when it lost 
the FC layer 
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MODEL

Method 

ÅRid off  the FC layer and attach the 
GAP layer right after the conv -layer 
& retrain.

ÅCalculate the weight of  each image 
feature by Global Average Pooling 
(GAP).

ÅConduct the weighted sum for every 
feature and normalize it. 
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MODEL

Grad -CAM

ÅInstead of  the GAP, Grad CAM get 
the gradient value for the weight. 

ÅGrad -CAM does not need to rid off  
the FC layer . Furthermore, it can be 
applied for every task where CAM 
could be only applied on the 
Classification.
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EXPERIMENT3

Global Average Pooling 

ÅThe Network in Network (NIN) 
employed the GAP first for 
replacement of  the FC layer .

ÅWithout the FC layer, It shows the 
fine performance for the 
classification task. 

Except the Alex Net, the network shows 
almost similar performance when it lost 
the FC layer 
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EXPERIMENT

ÅActivation map for each class 

ÅWe can interpret the machineõs logic 
with the CAM. 
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EXPERIMENT

ÅCAM has a tendency that 

3

Unsupervised (weakly supervised) Localization 

Red box is  the ground truth and green box is the prediction.
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EXPERIMENT

Localization 

ÅGAP models showed the noticeable 
performance drop. 

ÅHowever, come to think about the setting 
(no location information at the training), 
this is an amazing performance. 
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EXPERIMENT

Practical Characteristic

1. CAM does not work well for the high 
level (deeper) feature . 

2. Sometimes the network does not 
see the object but catch the 
sufficient evidence .

3. CAM also work for the GMP, but it 
works better with the GAP . 
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DISCUSSION

Practical Characteristic
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DISCUSSION

Analysis

1. CAM does not work well for 
the high level (deeper) feature . 

2. Sometimes the network does not see the 
object but catch the sufficient evidence .

3. CAM also work for the GMP, but it works 
better with the GAP . 
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Localization 
feature 

High Level 
feature

High level feature might not have the 
location feature but only have the 
semantic feature.
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Since the network is not a human, 
computer only see the distribution of  
the image. In other word, if  there some 
statistical evidence which is not the 
object, the network would catch that.



DISCUSSION

Analysis

1. CAM does not work well for the high level 
(deeper) feature . 

2. Sometimes the network does not see the 
object but catch the sufficient evidence .

3. CAM also work for the GMP, 
but it works better with the 
GAP. 
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GMP only extract the one max value  
and lost the of  the information about 
rest of  the pixel. 

In contrast, GAP keep the information 
about the every pixel.



DISCUSSION

Contribution & Pros

ÅCurrent work was only available to extract 
the activated edge map from the CNN 
(Matthew et al., 2013 )

ÅObject localization is available without 
additional annotation. ( weakly supervised )

ÅThis could be applied for the attention 
mechanism with the classifier unit .
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GAN + CAM
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DISCUSSION

Cons

ÅCAM has lower performance compare to 
the supervised methods such as RCNN .

ÅBecause this is not exactly the 
localization, sometimes CAM see the 
wrong position based on the machineõs 
logic. 
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