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Abstract

Robot audition, particularly Sound Source Localization (SSL), is a crucial aspect of robotic development.

However, real-world SSL applications present numerous challenges, including non-line-of-sight (NLOS)

sound sources, noise interference, and multiple concurrent sound events. To tackle these complexities,

I introduces three novel acoustic cues consisting of Acoustic Rays, Back-propagation Signals, and a

Robust-Time Di�erence of Arrival Model (Robust-TDoA Model) with Scalable Microphone Pair Training.

Acoustic rays, capable of estimating direct, re
ected, and di�racted propagation paths, o�er an e�cient

tool for identifying NLOS sources. Back-propagation signals, calculated by reverse tracing sound signals

through these propagation paths from a source to a robot, leverage microphone array audio data. These

signals serve to enhance the localization performance, particularly for NLOS sources. The Robust-

TDoA Model, in conjunction with Scalable Microphone Pair Training, facilitates learning from diverse

situations presented in multiple datasets, collected through diverse types of microphone arrays. After this

training process, the Robust-TDoA Model can adapt to various SSL tasks, including speech-oriented SSL

and Sound Event Localization and Detection (SELD) tasks, regardless of the microphone array type.

The e�cacy of these proposed approaches was examined in challenging environments, demonstrating

satisfactory performance due to these novel acoustic cues.

Keywords Sound source localization, Robot Audition, Human-Robot Interaction, Acoustic feature, Ray

tracing, Attention mechanism
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1.1 An example of a challenging environment of sound source localization (SSL) with a robot.

The robot moves around an environment, and simultaneous moving and static sources

of various sound events, e.g., alarm, speech, and dog bark, exist. The noises caused by

the air conditioner and the movement of moving robots and sources can decrease the SSL

performance. The moving sound source becomes a non-line-of-sight (NLOS) source when

it is occluded by an obstacle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

2.1 A robot, equipped with a cube-shaped microphone array, localizes a source position in a

3D space. The proposed formulation takes into account both direct and indirect sound

propagation given its use of acoustic rays. The acoustic rays are initialized and propagated

based on the proposed backward acoustic ray tracing algorithm that considers re
ection

and di�raction; primary, re
ection, and di�raction acoustic rays are shown in white, blue,

and red lines, respectively. The yellow disk, which is very close to the ground truth, rep-

resents a 95 % con�dence ellipse with regard to the estimated sound source, as computed

by the proposed approach. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.2 This �gure demonstrates the run-time computations using acoustic ray tracing for sound

source localization. Acoustic ray tracing is performed from DOAs, a mesh map con-

taining wedges, and a robot position where a DOA estimator works on a cube-shaped

eight-microphone array. The robot position is estimated by 2D SLAM from a 2D Lidar

sensor, and the mesh map and wedges are generated during the precomputation phase.

Source position estimation is performed by identifying ray convergence from the generated

acoustic ray paths. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.3 This �gure shows the precomputation phase. I use SLAM to generate a point cloud of

an indoor environment from IMU and 3D Lidar, and the mesh map is reconstructed via

surface reconstruction techniques. To extract the wedge information, I utilize voxelization

from the point cloud and �t a primitive model, e.g., a box model in this case, onto the

voxel map. Wedges are then extracted from the �tted primitive model. The extracted

wedges of the �tted box model are highlighted by the red line. . . . . . . . . . . . . . . . 6

2.4 An example of propagating re
ection acoustic rays. The acoustic ray path containing

direction and re
ection acoustic rays from r0
n to rkn is propagated from the origin _o of

the microphone array to the red point corresponding to rkn(l). The summation of all ray

lengths l of each acoustic ray from r0
n to rkn should be identical to lmax. . . . . . . . . . . 10

2.5 This �gure illustrates the proposed acoustic ray tracing method devised to handle the

di�raction e�ect. (a) Suppose that I have an acoustic ray rk�1
n satisfying the di�raction

condition, hitting or passing near the edge of a wedge. I then generate Nd di�raction rays

covering the possible incoming directions (especially, in the shadow region) of rays that

cause the di�raction. (b) An outgoing unit vector, d̂
(k;p)
n , of a p-th di�raction ray is com-

puted on local coordinates (êx; êy; êz), and used after transformation to the environment

in runtime, where êz �ts on the edge of the wedge and êx is set half-way between two

triangles of the wedge. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
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2.6 This �gure illustrates the di�raction condition. When a ray rk�1
n passes closely by an edge

of a wedge, I consider the ray to be generated by edge di�raction. I measure and utilize

the angle �D between the ray and its ideal generated ray that hits the edge exactly to

verify the di�raction condition. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.7 An example of performing the p-th particle �lter at the �rst and second iteration, i.e.,

t = 0 and t = 1. At the beginning of the proposed approach, i.e., t = 0, particles are

initialized based on the uniform distribution in (a). In the weight computation part (b),

weights of particles are computed given acoustic ray paths; particles have higher weights

when they are located near the convergence region of ray paths. In the resampling path

(c), particles with low weights are resampled close to particles with high weights. Thanks

to the resampling part, particles can be moved to the convergence region of ray paths.

After executing the part of allocating ray paths (Chapter. 2.4.4), the �rst iteration of

the proposed approach is �nished. At the second iteration, i.e., t = 1, the Monte Carlo

localization starts with the sampling part, and particles are regenerated based on the

Gaussian distribution in (d). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.8 An example of computing weights of the p-th �lter for particles against a ray path, Rn0 =

[� � � ; rk�1
n0 ; rkn0 ]. The shortest distances for each particle over acoustic rays are shown in

red and become the distances between the particles and the ray path. . . . . . . . . . . . 17

2.9 An example of allocating the ray path to the convergence region of the particle �lter. The

ray paths, indicated here by the blue and green lines, are allocated to the convergence re-

gions of the �rst and second particle �lter, respectively; both convergence regions represent

the estimated source positions. Ray path R5, indicated by the black lines, is now consid-

ered to be assigned to its proper estimated source. Gray dotted lines denote the distance

between the particles and ray path R5, used to compute the probability P (Rpn0 jx(p;i)
t ) in

Eq. 2.11. In this example, ray path R5 originates from the source estimated by the �rst

�lter, and it is allocated to the estimated source of the �rst particle �lter. the allocating

probability P (S(R5)! 1) exceeds the threshold probability Pth. . . . . . . . . . . . . . . 20

2.10 Hardware platforms of the proposed approach. (a): to utilize the proposed SSL algorithm

in the runtime computation, I add an eight-channel microphone array onto Turtlebot2,
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precomputation phase, I extracted the point cloud of the environments using 3D Lidar

placed on the top of the Fetch mobile robot. . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.11 Testing environments in a 7 m�7 m room with a 3 m height given one moving source w/

and w/o an obstacle: (a) environment without an obstacle and where the sound source

moves along the trajectory, highlighted by the red line, (b) environment with an obstacle,

i.e., the box shape, where the moving source becomes a non-line-of-sight source when it is

located in the invisible area due to the box. . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.12 The results in the environment without an obstacle (Figure. 2.11(a)), where the clapping

sound is used in (a) and human (female) speech is used in (b). Both show the distance

error of the proposed approach and prior work [1] in the red and gray curves, respectively,

between the ground truth and the estimated source positions, and the measured signals

in blue curves of the clapping sound in (a) and the human speech in (b). . . . . . . . . . 24
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2.13 The results in the environment with an obstacle (Figure. 2.11(b)) and two sound signals:

the clapping sound and human speech. In both (a) and (b), the black curves are the

distance errors of the prior work [1], the blue curves are the distance errors where I use

only the primary and re
ection acoustic rays (RA-SSL), and the red curves correspond to
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results of navigation tasks of this work and the prior work, respectively. The blue cubes

denote the reference goal position generating a clapping sound, and red spheres represent

the estimated goal position at each time. The purple lines are the computed trajectory of

the robot given the start point (green circle) and the end point (purple circle). . . . . . . 36

vi



3.1 The proposed approach generates direct and indirect acoustic ray paths and localizes the

sound source while considering back-propagation signals on generated acoustic ray paths.

The back-propagation signals are virtually computed signals that could be heard at par-

ticular locations and computed by using impulse responses. When two back-propagation

signals of acoustic ray paths are highly correlated, I treat them to be originated from the

same source. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.2 A beamforming power is computed by a beamforming algorithm, where the horizontal

axis is the azimuth angle and the vertical axis is the zenith angle of the unit sphere.

Local maxima of the beamforming power are treated most signi�cant directions of arrival

(DoAs) of sound. The sound signal impinging from each DoA is extracted by applying

the EB-MVDR beamformer to the signals measured by microphones. . . . . . . . . . . . 41

3.3 An example of generating an acoustic ray path Rn and its back-propagation signal. The

primary acoustic ray, r0
n, of the n-th acoustic ray path Rn is generated to the direction

vector dn that is the reverse direction of the n-th incoming sound. When the acoustic ray

r0
n hits an obstacle represented by Triangle 1, its re
ection acoustic ray r1

n is generated

according to the specular re
ection based on the normal vector n1 of Triangle 1. The

back-propagation signal Pn is computed by using the impulse response of Rn at a speci�c

point, �n, on the path from the separated signal Sn. . . . . . . . . . . . . . . . . . . . . 42

3.4 Examples of determining the point of the acoustic ray path for computing the back-

propagation signal. For the particle of x2
j , the perpendicular foots �d2 on all d-th order

acoustic rays of the n-th acoustic ray path are computed. I then decide the representative

perpendicular foot �2
n satisfying the shortest distance from x2

j to Rn. . . . . . . . . . . . 43

3.5 An example of computing the peak coe�cient acc and the peak coe�cient delay lcc by

using the cross-correlation operation. Given two back-propagation signals, p
�in
n and p

�im
m

at �i
n and �i

m, respectively, I perform the cross-correlation operation between two signals.

The maximum coe�cient becomes the peak coe�cient acc and the time delay from the

time origin, 0, to the time realizing the maximum coe�cient becomes the peak coe�cient

delay lcc. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.6 The test environments w/ and w/o an obstacle that can make the sound source non-line-

of-sight one. I use the clapping sound in the sound source. I put an additional noise

(67 dB and 77 dB white noises) as the distractor in the the back of the test environments. 46

3.7 The distance errors between the ground truth and the estimated source positions. In this

scene, there is the additional 77 dB white noise, on top of natural occurring noise. . . . . 48

4.1 The overview of the �rst scalable microphone pair training stage. The proposed robust-

TDoA model is trained by any microphone pair audio from multiple datasets to predict the

time di�erence of arrival (TDoA) of various sound events. Multiple datasets cover di�erent

situations like simultaneous speech sources with noise, simultaneous static sources of sound

events, or simultaneous moving sources of sound events, e.g., dog bark and alarm. The

proposed robust-TDoA model consisting of a Mel scale learnable �lter bank (MLFB) and

a hierarchical frequency-to-time attention network (HiFTA-net) is designed to e�ectively

learn these di�erent situations. After scalable microphone pair training, the proposed

robust-TDoA model can handle these situations in real environments and be applied to

the target microphone array in the DoA estimation training stage (Chapter. 4.3). . . . . 50
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4.2 An example of applying the Mel scale learnable �lter bank (MLFB), consisting of K

learnable �lters (LFs), to the STFT siganls of two microphones. Each LF consists of

4-ch learnable parameters and has a unique frequency bandwidth. Notably, the frequency

bandwidth of each LF becomes more narrow as the frequency decreases. Each LF is tulized

on the selectively cropped frequency signal present at the t-th time bin within the STFT

signals. As a result, the processed output from the k-th LF subsequently becomes the

k-th value of the MLFB output at the respective t-th time bin. . . . . . . . . . . . . . . . 52

4.3 An illustration of performing the proposed HiFTA-net. The proposed approach involves

the division of the N -channel MLFB output into T time frames. Each time frame is

further divided into Q frequency patches. The HiFTA-net is designed to hierarchically

comprehend both the freuqnecy and temporal aspects inherent in the input MLFB out-

put, derived from the divided frequency patches. The frequency-attention network (FA-

net) initially learns the frequency characteristics within each time frame, followed by the

temporal-attention network (TA-net) grasping the temporal properties spanning across all

T time frames. Fiannly, from the output of the TA-net, the proposed approach generates

robust-TDoA features and calculates the TDoA predictions for the sound events. . . . . 53

4.4 An illustration of the process for executing the second array geometry-aware training

stage for direction-of-arrival (DoA) estimation. The proposed method initially extracts all

microphone pairs from the target microphone array, then utilize the robust-TDoA model

consisting of the MLFB and HiFTA-net. The robust-TDoA model is trained through

the proposed scalable microphone pair training process in Chapter. 4.2, to compute the

robust-TDoA features and utilize the same parameters across all pairs The robust-TDoA

feature encompass TDoA information for all microphone pairs. Subsequently, a multi-

layer perceptron (MLP) is trained to predict DoAs from the robust-TDoA features, by
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Chapter 1. Introduction

As mobile robots become increasingly commonplace in various �elds, the development of innovative

localization methods is attracting substantial interest. The main goal of these methods is to determine the

current position of the mobile robot in relation to its environment, generally leveraging a pre-existing

map and multiple sensors to estimate the robot’s position and orientation. Frequently used sensors

include GPS, charge-coupled devices (CCD), depth cameras, and acoustic ones.

The use of acoustic sensors for sound source localization (SSL), i.e., pinpointing active sound sources,

has recently gained popularity. This trend is evident in the deployment of sonar signal processing for

underwater localization and microphone arrays for indoor and outdoor settings. The recent use of smart

microphones in commodity or IoT devices (e.g., Amazon Alexa) has triggered interest in better SSL

methods [3, 4].

SSL in the context of robotics presents signi�cant challenges due to the complex environments in

which robots often operate (Figure. 1.1). These environments may contain numerous obstacles, such

as walls or ceilings, resulting in a variety of propagation paths, like direct, re
ection, and di�raction.

Additionally, background noises, such as air conditioning or robot-generated noise, can interfere with

SSL. Further complexity is added by moving sound sources obscured by obstacles (becoming non-line-of-

sight (NLOS) sources) and simultaneous occurrence of various sound events like speech and clapping."

Numerous approaches leverage signal processing techniques to tackle the SSL problem in robotics,

chie
y by estimating the direction of arrival (DoA) of sound. SSL research often utilizes the time

di�erence of arrival (TDoA) at the receiver [5{7]. Techniques such as beamforming [8, 9] and subspace-

based methods [10{12] have been employed for sound source localization.

Recent developments have aimed to pinpoint the locations of sound sources, going beyond merely

estimating the DoA. Some methods localize positions under constraints by accumulating incoming sensor

data, corresponding to the DoA of direct sound, measured from varied locations and orientations [13{15].

Others endeavor to localize moving sources with intermittent sound signals through a �ltering process [1,

16,17].

While these existing SSL strategies estimating DoAs and source positions have made signi�cant

progresses, they often fall short in challenging environments. These techniques mainly exploit the di-

rect sound and its direction, i.e., the DoA at the receiver, without considering indirect sounds such as

re
ections and di�ractions. For instance, when a moving sound source becomes an NLOS source as in

Figure. 1.1, the contribution from direct sound may be minimal, leading to the possible deterioration of

the accuracy of conventional SSL approaches.

Several deep learning (DL)-based methods have been introduced to tackle issues in complex environ-

ments, such as localizing simultaneous sources and distinguishing sound events in noisy conditions like

those illustrated in Figure.1.1. These are challenges that existing signal processing-based methods have

been unable to su�ciently resolve. Some techniques [18,19] have proposed solutions for speech-oriented

SSL in noisy environments. Others [20{23] have introduced sound event localization and detection

(SELD) techniques, leveraging multi-label sound event datasets, such as speech and alarm.

However, these DL approaches were developed to operate with a speci�c type of microphone array,

thereby facing scalability issues when di�erent microphone array types are involved. Logically, these DL

methods are not suited to work with various types of microphone arrays due to this scalability issue,
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Figure 1.1: An example of a challenging environment of sound source localization (SSL) with a robot.

The robot moves around an environment, and simultaneous moving and static sources of various sound

events, e.g., alarm, speech, and dog bark, exist. The noises caused by the air conditioner and the

movement of moving robots and sources can decrease the SSL performance. The moving sound source

becomes a non-line-of-sight (NLOS) source when it is occluded by an obstacle.

which subsequently leads to several problems in robotics.

These DL methods cannot be trained with multiple datasets [18, 20, 24] collected using diverse

types of microphone arrays. These multiple datasets are bene�cial for challenging environments as they

encapsulate various scenarios, such as static and dynamic sources, single and simultaneous sources, and

di�erent sound events. Furthermore, once these DL methods are trained on a speci�c type of microphone

array, they cannot be employed with a di�erent type of microphone array.

As robots are typically equipped with di�erent types of microphone arrays, this limitation poses

a signi�cant issue. For instance, if I operate a robot with a particular type of microphone array and

lack a corresponding dataset, I would have to gather a new dataset based on the existing DL methods.

However, the collection of adequate data is both time-consuming and costly.

In this dissertation, I propose novel acoustic cues, speci�cally Acoustic rays (Chapter.2), Back-

propagation signals (Chapter.3), and a Robust-TDoA model with scalable microphone pair training

(Chapter.4). These are designed to handle the complexities in challenging environments (Figure.1.1),

such as localizing non-line-of-sight (NLOS) sources, maintaining robustness against noise, and localizing

simultaneous sources of sound events.

Initially, I propose unique acoustic rays considering re
ection and di�raction (Chapter. 2) for lo-

calizing the NLOS source. In an NLOS scenario, direct sound is blocked by an obstacle, causing the

sound to reach the robot via indirect propagation paths such as di�raction and re
ection. These acoustic

rays are generated to estimate propagation paths of direct, re
ective, and di�ractive sounds. Then, I use

these acoustic rays of various propagation paths to identify the sound source location. Signi�cantly, these

acoustic rays, which take into account re
ection and di�raction paths, aid in localizing NLOS sources.

Next, I propose a back-propagation signal for increased noise robustness (Chapter. 3). In the initial

acoustic rays method, certain rays may be inaccurately generated due to ambient noises, which could

negatively impact SSL performance. To mitigate this, it is essential to verify whether the Acoustic

Rays originated from the actual sound source or were a result of noise. The back-propagation signal,

a hypothetical signal that could be heard at a speci�c location on acoustic rays, serves this purpose.
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