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Abstract

Under the conditional independence assumption among local features , naive bayes near-
est neighbor classifier (NBNN) computes the direct classification results without any learn-
ing or training phase. It outperforms all the previous works in non-parametric classifiers.
However, among the local features, there are strong dependences. This assumption, which
is obviously against the compositionality of objects, weaken the performance of NBNN.
Therefore, we propose a novel Bayesian Network for image classification, which consider
the dependence among the local features. In order to utilize the dependences to improve
the classification results, we further define the relationship between the high-level and low-
level features, by which we optimize the Bayesian Network with relations between high-level
and low-level features. By testing our method against previous works in the dataset of
Caltech101, our optimized method achieves up to 20% relative accuracy improvement over

prior methods in the similar time consuming with NBNN (less than 0.001s difference).
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1. Introduction

Image classification has been a major research direction in computer vision. Its goal is to
assign the query image to the belonged class by classifier. By far, the classifiers can be
roughly divided into two families: learning-based (parametric) method [10, 4, B], such as
SVM|[14], boosting[21], etc., which requires an intensive learning/training phase for clas-
sifier parameters to classify the image; and non-parametric methods (no learning phase)
[1 2, 5 15, 011 6 18, [@L [7], which doesn’t need any learning/training phase. Meanwhile, non-

parameter can easily work with a huge number of classes but learning-based method cannot.

In [2], Boiman et al. proposed a novel, efficient and non-parametric method for image
classification, the Naive Bayes Nearest Neighbor (NBNN) classifier. Given a set of local
image descriptors extracted from one query image, instead of quantizing the descriptors to
compute the likelihood/distance of image-to-image, NBNN provides the extremely simple
scheme to directly compute the distance of image-to-class without learning/training phases.
In spite of the absence of the simplicity and the absence of learning/training phases in
NBNN, it still achieves surprisingly remarkable performance in image classification, which
ranks among the top learning-based image classifiers. It is mainly attributed to 1) the lack
of descriptors quantization (e.g.: bag of words), and 2) the use of “image-to-class” distance

instead of computing the “image-to-image” distance (e.g.: vocabulary tree).

However, NBNN still suffers its performance by the following defects: I) computation
complexity during testing is so high; IT) the original NBNN only can work well in the bal-
anced datasets; III) the assumption of the independency of each descriptor violates the
performance of the NBNN classifiers; IV) even though NBNN performs remarkably in im-
age classification. Performance of image classification for large scale image retrieval, some
optimized methods (optimized NBNN [1], Class-to-Image distance [7], the NBNN kernel [6],
local NBNN [5]) are proposed to address either of the issues stated above. However, no work
has been done to tackle the problem of conditional independence assumption which is the
most harmful to the NBNN classification.

Considering the local descriptors, the dependences among the local features are shown

in Fig.1, where one object (camera) is constructed by parts and one part is constructed by
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Figure 1.1: The camera is constructed by several parts (high-level features), and every part

is constructed by several features (low-level features).

several features. This is so-called compositionality of objects. The locally near features can
be together to represent one part of the object and several parts can be together to repre-
sent the object. We found that the compositionality of objects is layered and deep. And
by considering the conditional dependence of parameters, Naive Bayes can be transformed
to Bayesian Network, that Naive Bayes is the simplest form of Bayesian Network. Addi-
tionally, extracting the optimal dependence among local descriptors for Bayesian Network
is an NP problem. Instead, we model the dependences based on the layered structure of the

compositionality of objects.

Therefore, in this paper, we will discuss the dependences among local descriptors, intro-
duce the layered structure of local descriptors, and model the Bayesian Network to tackle
the weak assumption of the conditional independence among descriptors to tackle the weak
assumption of the conditional independence among features. We keep the discriminative
power of descriptors by no learning/training phase. And it is sufficient and easy to work

with large datasets.



2. Related Work

In this section we review prior techniques on NBNN classifier [2] [], local features [12] [I8],
and Bayesian Network [I3], [16, [19] 20].

2.1 Naive Bayes Nearest Neighbor (NBNN) Classifier

The original NBNN [2 B 6] as shown in Fig. s so simple and efficient in providing
the classification results. Given a query image (), the original NBNN assigns @) to one
class based on the Maximum Likelihood (ML) Estimation under the uniform prior among a
possible class set, C"

C = argmaz.P(C|Q) (2.1)

Assuming a uniform prior over all classes and applying Bayes’ rule, Eq. can be trans-
formed to:

C = argmaz log(P(Q|C)) (2.2)

Let D? = (dy,ds,...,d,) denotes all the descriptors of query image ), which are as-
sumed to be conditionally independent. Therefore, the ML estimation for NBNN can be

transformed as follows:
C = argmazclog[lTt_, P(d;|C)] = argmaz.[SlogP(d;|C))] (2.3)
And NBNN takes the Parzen Kernel estimator to compute the posterior probability for

classifying the images. As a result, the classifier is approximated as the following:

C = argminXq,cpalld; — NNe(d;)|? (2.4)
where N'N.(d;) is the nearest neighbor feature of d; among features extracted from the

class C.

In order to optimize the NBNN classifier to work for the large scale image retrieval, some
works were proposed to address the problems stated above.[I] 6] [5 8, O] [7] But neither of
those works has ever tried to tackle the problem of conditional independence assumption

of NBNN. Some works focus on the problem of expensive time consuming [5], some on the
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Figure 2.1: Naive Bayes Nearest Neighbor Classifier: given a query image, it searchs for
the nearest neighbor of each descriptor extracted from the query image and sum up all the

distances of descriptors to their nearest neighbors.

problem of the unbalanced datasets [6], and some provide the capable scheme to retrieve
images for the query image [1l [7]. By applying some methods stated above, we can achieve

the better results over NBNN with the independence assumption.

In this paper, we take an eye on the problem caused by the conditional independence
assumption for image classification. Previously, Naive Bayes Nearest Neighbor classifica-
tion worked well in the text classification under the assumption that all the words in one
document are independent. This assumption is obviously wrong in the real world. It is
well known that the words or texts in one document work together for a mutual concept.
Therefore a lot of excellent researchers have focused on this field in the latest 10 years to
improve the performance of classification results. Inspired by these works, we try to employ
the more empirical Bayesian classifier instead of the Naive Bayes classifier to provide the

more accurate and efficient NBNN classifier for image classification.



2.2 Local Features and Dependences among Local Fea-

tures

A set of local features are extracted or computed to represent one image. With the rapid
development in computer vision, a lot of algorithms have been studied to describe the local
features. Scale-invariant feature transform (SIFT), for instance, is an algorithm proposed by
David Lowe [12] to detect or describe local features. Lowe’s method to detect the key points
in one image actually omits some discriminative feature of one object or image, because
some discriminative feature does not show in the key point. For example, in Fig[2.2] the
feature d; is a discriminative feature of a camera compared with the other objects but it
doesn’t locate in the key point. Therefore, dense SIFT [18], which has no scale and location
selection, can make sure the discriminative power of features. It is produced on a regular

grid (location) using constant in the patch size (scale).

In Figl2:2] local features of dy,ds,...,dy are extracted from the part D of the camera
described by dense SIFT. And dy,ds, ds, ds are nearest neighbors, so that they can be to-
gether to represent the feature of D' Therefore, given the camera class, the combination of
di and ds has the higher probability to decide the image than the combination ofd; and dy,
and also higher than d; or ds. It is because of the dependences among the local features.

—
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Figure 2.2: The camera is constructed by several parts (high-level features), and every part

is constructed by several features (low-level features).

As stated above, the dependences among the near neighbor local features exist and the
combination of local features can help us to classify the images. It also shows that the as-

sumption of conditional independence among all the local features weaken the performance



of NBNN classifier a lot. In our work, we build the layered structure of features with different
scaled descriptors and utilize the locally dependences to tackle the independence assumption

and gain the better classification results.

2.3 Bayesian Network

Naive Bayes is the simplest form of Bayesian Network [19, [I'7, 13, 20] which only has two
layers: one parent node and other nodes. Its simple structure is relayed on the assumption
that given the parent node the other nodes are independent, which is called conditional
independence. In order to tackle the conditional independence assumption in NBNN, we

have to build the Bayesian Network to computer the probability.

Figure 2.3: The graph is modelled by three layers of nodes, in which node X is the parent

node of node A and B, and A and B have four separarent children nodes.

And in Bayesian Network, there is a relative simple algorithm for determining whether
two variables in a Bayesian network are conditional independent in the layered structure.

For example, in Fig[2.3] the probability can be computed as follows:

P(X,A,B,al,...,b4) :P(X)P(A,B|X)P(a1,,a4|A)P(b1,,b4|B) (25)



where A and B are conditional independent under parent node X, ay,...,asare condi-

tional independent under their parent node A, and by,...,bs are conditional independent
under their parent node B. And for X,ay,...,a4 and by,...,b4, A and B are called d-
separation, under which X, aq,...,a4 and by, ..., by are conditional independent. Therefore,

d-separation [19, [I7, 13} 20] is used to model the dependences among the nodes. In our
work, we build the features’ structure with the d-separation nodes like Fig[2.3]



3. Bayesian Network for Image Classification

In order to tackle the weak assumption of conditional independence in NBNN, we need to
find out the dependences among local features for Bayesian Network. However, searching for
the optimal dependences in the image is an NP problem. Instead, we model the dependences
among local features with d-separation nodes. In this section, we introduce how to build
the Bayesian network in local features, how to utilize the Bayesian network structure to

calculate the classification results, and the optimization of our idea separately as follows.

3.1 Model Bayesian Network in Local Features

As stated above, given an image, the descriptors can be computed in different scales (patch-
size) and different locations (grid). Therefore, for one part of the object, we can represent

it in 1 dense SIFT descriptor or 4 dense SIFT descriptors or more descriptors as shown in

Fig[3d]

—)

High-Level Feature Low-Level Feature

d; isanx1 vector d;is an X4 matrix where
d{ = {di,pdi,z:di,s:di,df}-

Figure 3.1: For the same patch of feature, it be represented by the same type of descriptors
in different scales. In this figure, both d; and d; ' represent the same patch of feature with

dense SIFT descriptors. d; ' consists of 4 descriptors in the smaller scale compared with d;.

As shown in Fig[3.1] we call the feature with big scale as high-level feature, equally the
feature with smaller scale as low-level feature. It is corresponding to the compositionality
of objects, several high-level features can represent one object and several low-level features
can represent the high-level feature. And we found that four low-level features are mostly

correlated because they are next to each other. In our work we extract one high-level feature



with four low-level features in the same patch.

Therefore, we model the bayesian network of local feature in two layers. The first layer is
constructed by the high-level features, and name them as parent nodes for every four secific
low-level features. The second layer consists of a set of low-level features, which are named

as children nodes.

Instead of extracting the local features in one scale, we extract the features in different
scales and consider the local features and their relation in layers. The layered structure make
the Bayesian network graph, that we can utilize this structure of features for non-parametric

classifiers.

Furthermore, for more detailed feature, we can build the bayesian network of the local
features in more layers. For instance, we can build 3-layered structure with high-level fea-
tures, mid-level features, and low-level features, in which one high-level feature as parent
node to 4 mid-level features, and one mid-level feature as parent node to 4 low-level fea-
tures. In this paper, we only introduce the simplest form of the Bayesian network with the

2-layered local features by the descriptor of dense SIFT.

3.2 Bayesian Network for Image Classification

In this section, we explain how to utilize the Bayesian network to classify the images with
the layered structure of local features. Becasues there is no learning/training phase in
non-parametric classifier, we just construct the training set by several labeled images like
NBNN. Different from NBNN, shown in Fig. the training set is also layered. And as
stated above, given a query image (), NBNN assigns () to one class based on the Maximum
Likelihood (ML) Estimation under the uniform prior among a possible class set, C:

C = argmax.P(C|Q) (3.1)

Assuming a uniform prior over all classes and applying Bayes’ rule, Eq. can be

transformed as follows:

C = argmazx.log[P(Q|C)] (3.2)

where C represent the class of training set.
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Figure 3.2: Bayesian network for image classification

In Fig. the Bayesian Network which consists of the class node, high-level and
low-level nodes shows the conditional independence among local features. That is under
the parent nodes children nodes are independent. Therefore, Eq. [3.2] can be transformed as

follows:

C = argmaz.log|P(Dy|C)P(Dy| D) (3.3)

where Dy, represents the high-level features (descriptors), D; represents Dj’s low-level
features and each descriptor d; in Dy, has its D; wheih consists of 4 children nodes d; 1, d; 2, d; 3, d; 4
. And under the parent node d; (high-level feature), chilren nodes d; 1, d; 2, d; 3, d; 4 (low-level
feautures) are independent.(see Eq.

P(d;q,...,d;ald;) = H?ZlP(di7j|di) (3.4)
In Eq. m means how many children nodes one parent node has. In this paper, we

set m as 4. And n means how many high features in the image.

Additionally, if this image or object belongs to this class, under this class the high-level

features are independent. Therefore, we can get the classification as follows from Eq. [3.3

C = argmaz log[ll;_y P(d;|C) (1171, P(d; ;|d;))] (3.5)

10



Therefore, from Eq3.5 under one class, the likehood estimation can be transformed as

follows:

C = argmaz.[Si_; (logP(d;|C) + XL logP(d; j|d;))] (3.6)

By a parzen window estimator, with kernel K, the conditional probability of descriptor

d; under class C' gives as follows:

. 1
P(i[C) = £S5, K(d; — df) (37)
Where there are L descriptors in the training set for class C' and d{is the ¢th nearest
descriptor in class C. In NBNN, ¢ is taken to the extreme by using only the nearest neighbor
NN_.d;:

P(d]0) = TK(d: ~ NN.(d) (3.8)

And the conditional probability of low-level descriptor d; ; under its parent node descrip-

tor d; gives as follows:

R 1 .
P(d; jldi) = TK(di,j — NNg,(ds, j)) (3.9)

where [ means how many children nodes do descriptor d; have, in this paper we set it as
4. Since we estimate the maximum likehood of the high-level descriptor under the class C,
we get the nearest neighbor of high-level descriptor d;, which is N N.(d;). In the training set,
dy = NN,(d;) has [ children nodes d; 1, ...,d; . Therefore, NNy, (d;,j) means the nearest
neighbor of the low-level feature d; ; among low-level features d; 1, ..., d: 4.

Since the kernel K is chosen as a Gaussian Kernel, wheih subtituded into Eq[3.8] and
Eq[3:9] The classification fuction can be transformed as Eq[3.10] and Eq311}

- 1 : NE 1 . AT
C = argmaxc[Z?:l(logzeiﬁ“dﬁNNC(dl)” + Z;}l:llogje*m%gl\dz,]*NNdi (di )l )] (3.10)

C = argmin [, (||d; — NNe(di)||” + 372, |1ds j — NNg, (di ;) 117)] (3.11)

In conclusion, Bayesian Network for image classification can be summarized as follows:

11



Bayesian Network for Image Classification

1. Compute layered descriptors of high-level descriptors dy,...,d, and their low-level

descriptors di,1,...,di,m, .-+, dnm
2. Compute the nearear neighbor (NN) of the descriptor

(a) Vd; VC compute the NN of d; in C: NN.(d;)

(b) for each d; ; in d; compute the NN of d; ; in the low-level descriptors of NN, (d;):
NNy, (d; ;)

3. C = argminc[S7y (||d; — NNe(di)||* + £y ||d; ; — N Na, (di 3)|*)]

However, in this algorithm, time complexity to search the nearest neighbor in the layered
networks (high-level and low-level features) is much bigger than NBNN for multiple kd-trees.
And by this structure, we cannot compute the dependence among high-level and low-level
features. Additionally, the low-level features have location information, so that the sequence
of the low-level features also represents some information about the relation with the high-
level features. For example, d; has four children nodes d;1,...,d; s, and both of them
represent the same patch of feature, so there is the relation or dependence among the high-
level and low-level features. And only the sequence of d;1,...,d; 4 and d; represent the
same feature. This relation can help us to simplify and speed up the algorithm. In the next
section, we introduce how to optimize this algorithm with the relation between high-level

features and low-level features.

3.3 Optimization

As stated above, for the same patch of feature, it can be represented by d; or d; 1, ..., d; 4.
And the sequence of d; 1,...,d; s shows the comparative locations of low-level features to
high-level features. Therefore, we define the relation to represent this dependence or correla-

tion between high-level and low-level features as follows.

Relation R For one patch of features, descriptor of high-level fearure D is a n x 1 vector,
m descriptors of low-level features D =di,... ,dy, is a n X m matrix. The relation between
D and D' is R, where R = D'T x D which is a m x 1 vector.

In our work, we extract the dense SIFT descriptors in each patch. So, d; is a 128 x1 vector.
d;- =d;1,...,d;4 s a 128 x 4 matrix. And the relation r; between d; and d; =di1,...,dia

is given as follows:

12



v dT x d; (3.12)

So the low-level features d; =d;1,...,d; 4 can be represented by the relation r; and the
high-level feature d; as shown in Eq

dy =d; x rT (3.13)

Therefore, the classification fuction Eq can be transformed as follows:

C = argmine[Siy (|ld; — NNo(dy) | + 72y |ds x rf = NNa,(di x r])[|)] (3.14)
where NNy, (d; x TZT) means the product of the nearest neighbor d; of d; in class C' and

the relation between d; and its low-level features d;, which describe the low-level features.
And d; is the nearest neighbor of d; in class C. They are similar. So we can approximate

the maximum likehood of the query image to the class C as follows:

C ~ argmine[Sizy (|di — NNe(di)lI* + Allri — N Ng, (r:)|*)] (3.15)

As as shown in Fig. [33] our optimized method is quite simple. Instead of store the
both high-level and low-level features, we compute the relation between them and construct
the training set solely with high-level features and the relations, which saves a lot of space
and speeds up a lot. Meanwhile, the relation shows more information of dependence among
high-level and low-level features, so that it performs better than the algorithm shown in the

last section.

Training Set of Images

. Class C

; High-level -
“ High-level a e
o et . E
il L\_'i ;' Relation

v \1\("” Low-level

Figure 3.3: Bayesian Network for image classification with the relation between high-level

and low-level features
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Optimized Bayesian Network for Image Classification

1. Compute layered descriptors of high-level descriptors dy,...,d, and their relations

with low-level descriptors r1,...,7,
2. Compute the nearear neighbor (NN) of the descriptor

(a) Vd; VC compute the NN of d; in C: NN.(d;)
(b) get the value of the relation r; of NN,(d;) in C

3. C = argmin [Ty (ld; — NNe(di)|* + Mrs — r]|*)]

14



4. Estimation and Evaluation

We conducted a series of tests on the Intel Quadcore i7 3.60GHz with 16GB memory. We use
the FLANN [23] library to compute the fast approximate nearest neighbors, which utilizes
multiple and randomized kd-trees. In our experiments we built the indexes of kd-trees in the
training set previously. So that we can load the index and search for the nearest neighbors
in the fastest way. Compared with FLANN search for nearest neighbors in the training set,
FLANN search in the pre-built indexes is tens of times faster, which speeds a lot in the

classifcation.

Benchmark We use the Caltech101 benchmark for various tests. This dataset contains
101 categories and about 40 to 800 images per category. By following the experiment
protocol of the original NBNN, we randomly choose 15 training images per category as
training data for all the tests. For query images we randomly choose 20 test images from
the benchmark except for already chosen training images. We have iterated this process two

times, and have measured the average precision for each class for accuracy comparisons.

Descriptor For each image we extract densely sampled SIFT descriptors [I8] of high-level
features at every 16 pixels. The patch size of high-level feature is 32 x 32 pixels, and the
low-level features’ is 16 x 16 pixels Specifically, if the size of an image is smaller than 200,
we resize it to 200. Also, when the size is bigger than 450, we resize to 450. In these

configurations an image contains 300 to 2000 SIFT descriptors of high-level features.

4.1 Experimental Results

To show benefits of our method, we compare different types of our method against the other
state-to-art NBNN methods, as the following:

e NBNN. The original NBNN method.[2]

Local NBNN. A recently improved NBNN method. [5]

BN: Bayesian Network for Image Classification method.

RBN: Optimized Bayesian Network for Image Classification method with Relation.

15



Table 4.1: Comparison of Classification Results by NBNN, LNBNN, BN and RBN by 20

Test Images

Method Number of Images in Training Set

15 30

NBNN  0.4650 0.5206
LNBNN  0.4821 0.5620
BN 0.5016 0.5906
RBN 0.5971 0.7231

Tab. (1] shows classification accuracy of different tested methods with 20 test images.
Our optimized Bayesian Network for image classification method (RBN) shows the highest
accuracy, 72.31%, among all the tested methods. This accuracy is much higher, more than
19% relatively higher, than those of the original NBNN. Compared with LNBNN, our method
achieves more than 15% higher accuracy.

In Fig[d.1] it shows the classification accuracy in the listed classes with 15, 30 and 40
training images by 20 test images. we can see even the LNBNN performs better than NBNN
in some classes but it also shows worse accuracy in a few classes. And Our method RBN
performs better than both NBNN and LNBNN. And in some classes, the accuracy increase
a lot, we can consider that among local features there are more dependence, for example,
class Face, class Sunflower, class airplane, etc..

Furthermore, considerring the time consuming, LNBNN is the fastest method over all,
however it cannot ensure the high quality of classification as shown in Fig. Because
the time complexity of our method is similar to NBNN, we gain the classification result for
each query in the similar elapsed time, around 2.5s for the query image with 1000 patches.
Additionally, BN is hundreds of times slower than RBN.

In conclusion, as shown in Tab[1] and Fig[fI] our method achieves the most accurate
classification results among all the tested methods. This is mainly because we consider the
dependence among local features and the relation between highg-level feature and low-level

features, instead of assuming all the local features are conditional independent.

16
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Figure 4.1: Comparison of classification results by NBNN, LNBNN and RBN in the training

set of 15 images for each class.

17



5. Conclusion and Future Work

We have proposed Bayesian Network for image classifcation, a novel method defining and
considering the high-level and low-level features and dependences among features for clas-
sification. Our method keeps the simplity of NBNN and estimates the relation of low level
features for each high-level feature. With the layered structure of high-level and low-level
features, we show the dependence among local features and build the Bayesian Network for
image classification. By this method, we found that time complexity is too big and the result
didn’t come as well as expected. Then , we analyze the high-level and low-level features
and define the relation between them. By this relation, we optimize our method with the
faster speed and much higher accuracy. The experimental results in the Dataset Caltech101
show that our method outperforms around 20% over NBNN and LNBNN. And the time

consuming is almost the same as NBNN for each query image.

As stated above, we already achieved quite improvement by this Bayesian Network. But
we do believe that we can utilize more dependences among local features. And, because
LNBNN is about hundreds of times faster than NBNN, so as our mehod. Therefore, for the
further works, we should consider the time consuming to speed it up. Meanwhile, we should

keep the classification results in the high quality.
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