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SinNeRF: Training Neural Radiance Fields from a 
Single Image (ECCV 2022)

2Dejia Xu, et al. 2022, SinNeRF: Training Neural Radiance Fields on Complex Scenes from a Single Image

https://ir1d.github.io/


NeRF (Neural Radiance Fields)

3Ben Mildenhall. et al,  2020, NeRF: Representing Scenes as Neural Radiance Fields for View Synthesis

https://bmild.github.io/


Sparse inputs cause problems!!

4Michael Niemeyer. et al, 2022, RegNeRF:Regularizing Neural Radiance Fields for View Synthesis from Sparse Inputs

https://m-niemeyer.github.io/


Solution: 
Provide necessary constraints on unseen views

5



Geometry Pseudo Label (Pseudo Depth Label) 
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Image warping
Pseudo depth label is acquired during this process



Geometry Pseudo Label
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Depth of reference view
Vs

Depth of Image warping 
on unseen view

Depth of unseen view
Vs

Depth of Image warping 
on reference view

Regularize 
uncertain regions 
in warped results

Geometric consistency with reference view and unseen view



Semantic Pseudo Label - Local Texture Guidance

8 Hamed Alqahtani. 2019. An Analysis Of Evaluation Metric Of GANs

Discriminator tends to memorize entire 
training set (data is too limited)
-> Adopt differentiable augmentation!



Semantic Pseudo Label - Local Texture Guidance
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Loss of Discriminator

Loss of Generator

Local textures are now similar between reference and unseen views



Semantic Pseudo Label - Global Texture Guidance

10Mathilde Caron, 2021, Emerging Properties in Self-Supervised Vision Transformers

DINO-ViT: self supervised vision transformer
CLS tokens from DINO-ViT’s output = representation of entire image

Global Texture is now similar between 
reference and unseen view

https://arxiv.org/search/cs?searchtype=author&query=Caron,+M


Progressive Gaussion Pose Sampling
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Progressive Sampling allows network to focus on dealing with confident regions



Quantitative evaluations
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Qualitative results
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Limitations

• Computational Intensity

• Generalization Constraints

• High Memory Usage

• Limited Performance in Large-Scale Scenes

• Potential Overfitting
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Zero-1-to-3: Zero-shot One Image to 3D Object
(ICCV 2023)

15
Liu, Ruoshi, et al. "Zero-1-to-3: Zero-shot one image to 3d object." Proceedings of the IEEE/CVF 
international conference on computer vision. 2023.



Leveraging Stronger Priors
Pure NeRF/3DGS approaches are ill-posed

Not Enough Information!
(Ambiguities about Novel Views)
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Solution: 
Leverage Stronger Priors from Training Data

17

Objaverse-XL
 > 10 million 3D objects

Deitke, Matt, et al. "Objaverse-xl: A universe of 10m+ 3d objects." Advances in Neural Information Processing Systems 36 (2024).



Diffusion Models

Credit: https://yang-song.net/blog/2021/score/ 

Key Idea:
Reverse Noising Converts Gaussian Noise into Clean Images

Easy to Sample Hard to SampleLearnable
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Classifier Free Guidance
Given (image, condition) pairs, train to generate an 
image to match the condition

Text-to-Image

19https://openai.com/index/dall-e-3/

https://openai.com/index/dall-e-3/


Zero123: Conditional Diffusion Model

Reference 
Image

Relative Camera position 
and Orientation

Trained on Objaverse(-XL)
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Single-Image Novel View Synthesis
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Quantitative Results

Google Scanned Objects Dataset (Single-Object)

RTMV (Multi-Object)
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Discussion
Pros

• By using training data, captures richer priors
• SoTA performance
• “Training-free” – No need to retrain for each object

Cons

• Only works on background-less images
• Generates random views depending on initial noise
• Slow generation speed
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