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Abstract— A quadruped robot faces balancing challenges on
a six-degrees-of-freedom moving platform, like subways, buses,
airplanes, and yachts, due to independent platform motions and
resultant diverse inertia forces on the robot. To alleviate these
challenges, we present the Learning-based Active Stabilization
on Moving Platforms (LAS-MP), featuring a self-balancing
policy and system state estimators. The policy adaptively adjusts
the robot’s posture in response to the platform’s motion. The
estimators infer robot and platform states based on propriocep-
tive sensor data. For a systematic training scheme across various
platform motions, we introduce platform trajectory generation
and scheduling methods. Our evaluation demonstrates superior
balancing performance across multiple metrics compared to
three baselines. Furthermore, we conduct a detailed analysis of
the LAS-MP, including ablation studies and evaluation of the
estimators, to validate the effectiveness of each component.

I. INTRODUCTION

Quadruped robots have become essential in various real-
world applications, such as rescue missions and surveillance,
thanks to their adeptness at navigating diverse terrains [1],
[2]. A crucial aspect of their deployment is the ability to
maintain stability and balance while traversing different types
of terrain, including rough and slippery surfaces. To do that,
significant progress has been made in various ways, includ-
ing Reinforcement Learning (RL)-based control strategies,
terrain property estimation, foot-terrain interaction analysis,
and adaptive mechanical foot designs (refer to Sec. II-A).

On the other hand, as quadruped robots are increasingly
deployed in inhabited environments, they have opportuni-
ties to utilize transportation platforms like subways, buses,
yachts, airplanes, and conveyors for efficient navigation.
However, robots in non-inertial reference frames (e.g., mov-
ing platforms) encounter distinct balancing challenges com-
pared to those on terrains which are inertial systems. As an
example, we can first imagine fictitious inertial forces ex-
perienced by passengers in accelerating or turning vehicles.
In addition, the absence of prior knowledge about platform
movements further complicates prompt reaction to the forces
to maintain balance. These challenges highlight the need for
advanced control strategies to swiftly adapt to continuously
changing platform motions to ensure a balance of the robot.

Thus, our goal is to ensure that quadruped robots main-
tain balance and avoid falling off moving platforms even
with limited space, as illustrated in Fig. 1. Achieving this
requires timely and adaptive postural adjustments based on
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Fig. 1. An illustration demonstrating a balancing process of a quadruped
robot on a moving platform exhibiting six-degrees-of-freedom motions.

an understanding of platform movements. To the best of our
knowledge, we believe this work is the first effort to ad-
dress the challenges associated with six-degrees-of-freedom
(DoF) and unknown platform motions in three-dimensional
space across the fields of quadrupedal locomotion and self-
balancing research (refer to Sec. II-B, II-C). As the number
of dimensions of the platform’s motions increases, the robot
encounters a broader array of inertial forces, complicating
the balancing task, as further detailed in Sec. III-A.

Main Contributions. We introduce the Learning-based
Active Stabilization method on Moving Platforms (LAS-MP),
designed for adaptive posture adjustment in response to 6-
DoF platform motions. This method features a self-balancing
policy and system state estimators developed via RL with
system identification (refer to Sec. II-D). The estimators infer
system states related to the robot and platform (e.g., veloci-
ties) alongside the robot’s intrinsic properties (e.g., friction),
utilizing historical proprioceptive sensor data. These inferred
states improve the situational awareness of the policy in non-
inertial frames, facilitating adaptive balancing on moving
platforms. In addition, we augment the policy with an align-
ment command, derived from the robot and platform states
via feature engineering, which provides explicit velocity
guidance to the policy so that it converges better solutions.

To train the policy in environments consisting of diverse
platform motions, we introduce platform trajectory genera-
tors based on basis-splines (B-splines) [3]. Furthermore, we
present a curriculum and scheduling process to progressively
escalate task complexity for successful policy learning.

In experiments, we show that the LAS-MP enhances the
balancing performance across various platform movements,
outperforming three other baselines. We also indicate that
baseline systems, which are competent in balancing on rough
and stationary terrains, struggle on moving platforms. In
addition, we carry out ablation studies to elucidate the impact



of explicitly estimating the robot and platform states and the
effectiveness of the alignment command.

II. RELATED WORK

A. Quadrupedal Locomotion on Various Terrains
Despite advancements in quadrupedal locomotion on di-

verse terrains, traditional model-based methods encounter
challenges in model accuracy, uncertainty, and adaptabil-
ity [4]–[6]. Recent deep Reinforcement Learning (RL) offers
promising solutions to these challenges [7]–[14]. However,
RL methods still face limitations in handling various physical
properties of the terrains, such as friction and restitution,
when relying solely on geometrical sensor data. Thus, re-
searchers have devised specialized strategies tailored to elas-
tic [15], soft [16]–[18], and slippery [19]–[21] terrains, in-
cluding foot-terrain interaction modeling and abnormal state
detection. In addition, some RL studies [13], [14] simulate
virtual external forces on robots to boost the robustness of the
locomotion policy. However, these stability challenges only
partially resemble the range of perturbations from moving
platforms. Thus, we focus on ensuring the robot’s safety on
the platform in the face of active platform movements.

B. Quadrupedal Locomotion on Moving Platforms
Focusing on operations on moving platforms, recent loco-

motion research advances traditional model-based controllers
and gait planners by integrating platform motions into the
analytical models [22], [23]. However, their applicability to
diverse platform motions is limited by several assumptions,
such as known platform motions with negligible horizon-
tal acceleration, constant body height, negligible angular
momentum, and fixed walking cycles with three contact
points. These studies explored 2-DoF platform movements
featuring sinusoidal pitching and vertical motions, emulating
the vessel movements in regular sea waves. In contrast, our
research investigates more complex scenarios with 6-DoF
platform motions without imposing constraints on the robot
and platform’s motions. Furthermore, our method operates
without prior knowledge of the underlying platform motions,
estimating them through state estimators from historical
proprioceptive sensor data to adapt to the platform motions.

C. Quadrupedal Self-balancing on Moving Platforms
Rather than the locomotion, other researchers have con-

centrated on enhancing the postural stabilization of the robot
on tilting platforms [24]–[27]. A recent RL-based approach
formed an optimal self-balancing policy using table-based
RL, integrating kinematic equations but neglecting physical
factors like gravity and contact dynamics [26]. A subsequent
study solved a continuous optimization problem, employing
a parameterized stochastic policy with a physics simula-
tion [27]. While these studies are somewhat in line with
our objectives and methods, they experimented on platforms
exhibiting 2-DoF (in roll and pitch) and 3-DoF (in z, roll,
and pitch) motions with an 8-DoF quadruped robot. In con-
trast, our research advances to more challenging scenarios,
featuring 6-DoF (in x, y, z, roll, pitch, and yaw) platform
motions with a 12-DoF quadruped robot for experiments.

D. Privileged Learning and System Identification

System parameters, also known as privileged information
in simulations, are pivotal for learning complex skills using
RL [13], [28]. Asymmetric structures facilitate the training
of actors by providing critics with the parameters [8], [29].
Moreover, actors can leverage the parameters by incorpo-
rating the system identification process into the RL frame-
work. Upon deployments, actors should infer the privileged
parameters via online optimization [30]–[33] or estimators.
Estimators can predict the parameters from sensor data in
three ways: their original form [34], [35], latent vectors [9],
[11], [36]–[38], or a hybrid way [13]. Adopting the hybrid
representation, we deploy two state estimators: one explicitly
estimates the robot and platform states in their original form,
and the other implicitly infers the intrinsic properties of the
robot within a low-dimensional space. These estimations give
actors clear situational awareness and domain adaptability,
leading to improved balancing performance. Furthermore, we
introduce alignment commands, derived by modulating robot
and platform states, for enhanced convergence of the policy.

III. LEARNING-BASED ACTIVE STABILIZATION METHOD
ON MOVING PLATFORMS (LAS-MP)

We present the LAS-MP, an advanced controller enabling
quadruped robots to maintain balance against 6-DoF platform
motions without falling off or toppling on the platform.
Below, we discuss the challenges in self-balancing problems
on moving platforms along with motivations for the LAS-MP,
followed by a detailed explanation of each component.

A. Challenges and Motivations

Designing controllers for quadruped robots presents inher-
ent challenges due to their nonlinear, time-varying dynamics
encompassing multiple DoF and mechanical constraints [22].
Maintaining balance on moving platforms further demands
rapid and suitable responses to external forces on the robot.

Platform motions, represented by continuously changing
velocity, expose robots to various forces, including inertia
and interaction forces. When platforms simultaneously ex-
hibit both translational and rotational motions, the variety of
forces increases. For example, according to Newton’s laws
of motion, horizontal acceleration induces inertial forces on
the robot, sharp turns lead to centrifugal forces, and the
platform’s rotational motion introduces additional inertial
forces around the axis of rotation, like Coriolis, Euler, and
centrifugal forces. In addition, interactions through contacts
between the robot and the platform generate normal and
frictional forces. Thus, upward platform motions can apply
vertical reaction forces at contact points, potentially pro-
pelling the robot into a flying phase where it loses contact
with the platform. These forces heighten the risk of falling
off or toppling on the platform unless using a sophisticated
algorithm, equipping with a range of motor skills such as
soft landings, contact maintenance, foot-slip prevention, and
adaptive postural adjustments for weight redistribution.

Meanwhile, the lack of information on platform motions
causes delayed responses to the forces, requiring more space



Fig. 2.Overall framework of the Learning-based Active Stabilization method on Moving Platforms (LAS-MP). It consists of four key components: (1)
parallelized simulation environments for moving platforms, (2) a platform trajectory generator with a scheduling mechanism for managing task complexity
progression, (3) a reinforcement learning (RL) algorithm for policy optimization, and (4) a self-balancing policy with two state estimators. To leverage the
privileged information in policy learning, we concurrently train the self-balancing policy with the two system state estimators in a single phase by employing
the Regularized Online Adaptation (ROA) method [13]. To clearly differentiate components utilized in training or evaluation phases, we designate yellow
for training components and purple for evaluation components. A combination of both colors represents components involved in both phases.

Fig. 3. This �gure visually presents the notations used in the descriptions,
such as the coordinate frames for the bodyB, platformP , and worldW . It
also illustrates estimated robot and platform states, including contact states
ĉee and linear velocities of the bodŷv B

body and platformv̂ B
plf . Platform

velocities are visualized after conversion to the platform frame for clarity.

to regain balance or leading to non-recoverable states. This
is particularly critical with spatial constraints on platforms.

To mitigate these challenges, we introduce theLAS-MP.
In physics simulations, we generate diverse platform motions
and apply RL to develop the necessary motor skills. We also
enhance situational awareness of the policy by inferring robot
and platform states in real time using system state estimators,
trained via the system identi�cation process, enabling quick
and adaptive postural adjustments in the non-inertial frames.
Fig. 2 demonstrates a schematic of theLAS-MP.

B. Variable Notation

We �rst introduce the variable notations to elaborate on the
LAS-MP. As illustrated in Fig. 3, the locations of the robot
and platform are determined by their bodyB and platformP
frames, located at their respective center of mass. Our nota-
tion adopts superscripts for coordinate frames and subscripts
for speci�c entities. For instance,pW

h�i ;[� ] 2 R3 denotes the
position within the world coordinate frameW, whereh�i can
be body, plf, or eei and [�] indicates speci�c elements in a
variable if used. For brevity,plf andeei refer to the platform
and each leg's end-effector withi ranging from 0 to 3.v and
_v 2 R3 indicate linear velocity and acceleration, while� and

! 2 R3 represent Euler angles and angular velocity.q, _q, and
•q 2 R12 denote joint positions, velocities, and accelerations
of the quadruped robot, respectively. Feet contact states and
forces are represented ascee = [ c0; c1; c2; c3] 2 B4 and
f ee = [ f 0; f 1; f 2; f 3] 2 R4� 3. � is assigned to the 6-DoF
platform trajectory with a total duration ofT. Lastly, we use
�̂ to indicate estimated values in the subsequent descriptions.

C. Problem Formulation of RL

Our objective of RL is to develop a policy that embodies
multiple motor skills required for maintaining balance with
minimal deviations on moving platforms. We formulate the
self-balancing problem as a Partially Observable Markov
Decision Process (POMDP) due to the agent's restricted
accessibility to privileged system parameters. The POMDP
is composed of a7-tuple(S; O; A ; F ; R ; Q0;  ), where each
element is the state spaceS, the observation spaceO � S ,
the action spaceA, the transition functionF : S � A ! S ,
the reward functionR : S � A ! R, the initial state distri-
bution Q0, and the discount factor 2 [0; 1). The system
parameters, denoted asX � S , comprise elements that are
not directly observable through proprioceptive sensors, such
as platform velocities and feet friction coef�cients. For the
initial states for each episodes0 � Q 0, we position the robot
at the center of the platform with a random yaw angle within
a [� 180� , 180� ] range. We then �nd a skillful self-balancing
policy � � that maximizes the expected sum of discounted
rewards over various platform movements:
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where� train is a training set of platform trajectories� train and
� � � is a state-action visitation probability given a stochastic
policy � � . In the following description, we detail how RL is
implemented in theLAS-MP, covering architectures, reward
functions, training environments, and technical details.


